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Definition (Relevance)

(noun): the quality or state of being closely connected or appropriate: “this
film has contemporary relevance” or “the quantity, quality, and relevance of
links count towards your rating” or “the Web does allow us to produce more
articles of relevance to our readers.” (Paraphrased from the OED)

Google’s pagerank algorithm calculates the relevance of a website based on
the connectedness of the internet and how that page is connected within
the internet.

I want to tell you a little bit about how that works mathematically.
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but first!

The internet has 1.27 billion active webpages
and almost 300 billion archived webpages
(via www.internetlivestats.com)!

Homework. Develop a model that fits the
yearly data for 1991 (the start of the world
wide web, with 1 webpage) through 2017.

Google understands how the web is connected
(and knows what’s on each webpage) using
web crawlers.
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what is pagerank, and what does it do?

First, the pagerank takes the form of a vector

z =


p1
p2
...

p1,270,000,000


where pn is the probability that a web surfer would go to page number n on
the internet.

Example. A web surfer wants to find information about “Courtney Gibbons
Math Professor”

Using webcrawlers and pagerank, Google:

1. Looks through its web cache for the text “Courtney Gibbons Math
Professor”

2. Displays the pages with this text in order of their rankings in z: the
biggest pn goes at the top, etc. (Well, under the advertisements.)
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example: a very small internet
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example: a very small internet

We have just constructed a weighted adjacency matrix,

A =


0 1/3 0 0 0
1/3 0 0 1/2 0
1/3 0 0 1/2 0
0 1/3 1/2 0 1
1/3 1/3 1/2 0 0

 .

This matrix has a special property: it is column stochastic (every column
adds up to 1).
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a dash of mathematics: dynamical systems

A : R5 → R5

v 7→ Av
For example,A


.2
.2
.2
.2
.2

 =

.067
.167
.167
.367
.233

 ∈ R5.

A

.067
.167
.167
.367
.233

 =A2


.2
.2
.2
.2
.2

 =


.056
.206
.206
.372
.161


Repeated applications of A …

(M2)

We seem to be stabilizing to

z ≈


.066
.198
.198
.352
.187

.
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what could go wrong?

What if z = 0?

What’s up? Well, for one, A isn’t column stochastic anymore (even worse, A
has a column of zeros).

This internet has weighted adjacency matrix A =

 0 0 0
1/2 0 0
1/2 1 0

.
In this case, A3

1/31/3
1/3

 = 0.
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what could go wrong?

We can fix this, however, by replacing the column of zeros:

A =

 0 0 1/3
1/2 0 1/3
1/2 1 1/3

 .

(Now we’re pretending Website 3 links everywhere instead of nowhere.)

Big Idea 1. We have just taken the internet matrix and modified it to be
column stochastic so that our calculations are more meaningful in the real
world. (M2)

Iteration is nice, but is there a shortcut for finding z?
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a dash of mathematics: linear algebra

The pagerank vector z should satisfy the equation Az = z.
For those in the know, that means that 1 should be an eigenvalue of A and z
should be its only associated eigenvector.

In terms of vector spaces, an eigenvector gives the direction of a
1-dimensional subspace of Rn. We can make it normal by scaling it so its
entries sum to 1. (M2)

For 5-site internet A, there’s one normal eigenvector associated to 1:

z ≈


.066
.198
.198
.352
.187

 .

The eigenvalues of a matrix are related to the equation Ax = λx (they’re the zeros of the
determinant of A − λIn).

An eigenvector associated to an eigenvalue λ is a solution to the equation Ax = λx.
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what could go wrong this time?

Sometimes 1 isn’t an eigenvalue:

A =

 0 0 0
1/2 0 0
1/2 1 0

 ; det(A− λI3) = (−λ)3 =⇒ λ = 0.

Okay, we already fixed that matrix. What else?

Sometimes 1 has too many associated eigenvectors.
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Indeed, the matrix on the previous slide has two little submatrices,

Atop =

 0 0 1/2
1/2 0 1/2
1/2 1 0

 and Abottom =

[
0 1
1 0

]
.

Each submatrix contributes an eigenvalue of 1, and they each have a
different normal eigenvector. (M2)

Big Idea 2. If those zeros were instead tiny positive numbers, we would have
a positive matrix, which would preclude this mini-matrix nonsense.
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the bjillion dollar idea

Define the n× n matrix B = 1
n


1 1 · · · 1
1 1 · · · 1
...

...
. . .

...
1 1 · · · 1

.
Let p be a probability (p ∼ .15).

The matrix M = (1− p)A+ pB is now a positive, column stochastic matrix.
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no math talk is complete without a theorem or two

Theorem (Perron-Frobenius)

If M is a positive, column stochastic matrix then the following good things
happen:

1. The matrix M has 1 as an eigenvalue of multiplicity one.
2. The largest eigenvalue of M is 1; all other eigenvalues have magnitude

less than 1.
3. The normal eigenvector associated to the eigenvalue 1 has nonnegative

entries.

Theorem (Power Method Convergence)

Let M be a positive, column stochastic n× n matrix. Let z be its normal
eigenvector corresponding to the eigenvalue 1. Let v be the vector with all
entries equal to 1/n. Then the sequence (Mkv)∞k=1 converges to z.
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calculating pagerank for real

The pagerank vector z exists.
We can approximate z very quickly using the Power Method (a riff on the
Dynamical Systems approach) for enormous positive, column stochastic
matrices.

� INTERMISSION �
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seo: search engine optimization

Google’s search result ranking algorithm is proprietary – I haven’t told you
the whole story because I don’t know the whole story.

Why hide the algorithm?

• It’s the money maker.
• It would be too easy to game.

Exercise. With the people at your table, try to improve the pagerank of
Website 1. You can make whatever modifications to the internet that you like
except deleting edges that already exist.
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seo: search engine optimization

Ways to become relevant:

• Make a bunch of new websites that link to your website only.
• Insert links back to your website in other websites (in the comments
section, in an advertisement, via a sponsored article, etc.)

Good News! Google gets wise to these attempts to game and modifies the
algorithm to adapt to attempts to game the rankings.
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are there alternatives?

Remember Ask.com?
The algorithm behind
that search engine used
a different mathemati-
cal technique to assign
authority rankings.

HITS (aka Hubs and Authorities) was developed by Jon Kleinberg at Cornell.

It also works by modifying the weighted adjacency matrix of the internet in
order to calculate a ranking vector (but in a different way).

News! Google has adopted some of these ideas (e.g., giving more weight to
.edu addresses).
More News! Google is also trying to measure trustworthiness by identifying
“the correctness of factual information provided by the source” (using the
internet itself to decide what a “fact” is!) [3]
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what about other alternatives?

There’s always the card catalog.

Differences between Google (and other search engines) and a card catalog:

• Card catalogs are sorted by several criteria, including author, title,
subject, publication date. They do not rank the cards within the card
catalog. (That’s the user’s job.)

• Cards (virtual or physical) are created by human beings.
• The scholarly items in a card catalog are largely peer-reviewed or
otherwise a product of an authority.

• Google uses the internet to understand how to rank pages on the
internet. The card catalog uses external understanding to sort
information; it isn’t self-referential in the same way that Google is.
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things to think about when using a search engine

1. How can one improve the ranking of any website?
• Is this ranking gameable?
• Can “irrelevant” (resp. “unauthoritative”, “untrustworthy”) results be made
to appear “relevant” (resp. “authoritative”, “trustworthy”)?

2. What does the rank actually measure?
• Am I in danger of conflating “relevant” with “authoritative” with
“trustworthy” results?

• Am I missing out on important work that does not exist on the internet?
• Are unpopular truths being suppressed by the ranking?/Are popular
falsehoods being overrepresented?

• Does the ranking lead me to believe that any “opinion” has equal
(scholarly) worth?

3. Can I think critically about the value of the top hits?
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a parable

Math is a rare field: every result can be verified.

Vladimir Voevodsky (1966–2017) was a Fields Medalist in 2002 (for developing
homotopy theory for algebraic varieties and for building motivic
cohomology).

“A technical argument by a trusted author, which is hard to check
and looks similar to arguments known to be correct, is hardly ever
checked in detail…. Mathematical research currently relies on a
complex system of mutual trust based on reputations. By the time
Simpson’s paper appeared, both Kapranov and I had strong
reputations. Simpson’s paper created doubts in our result, which
led to it being unused by other researchers, but no one came
forward and challenged us on it.”

–From Univalent Foundations (slideshow), Vladimir Voevodsky
Institute for Advanced Study, March 26, 2014

http://www.math.ias.edu/vladimir/files/2014_IAS.pdf
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the moral of the story
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thanks!
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